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Overview

➢My Background

➢Learning Pathway

➢Learning from Interactions: Grounding Problem, Embodied 

Intelligence

➢Towards more Generalizable LLM-based Agency: Agent 

Trajectory Learning

➢Towards more Generalizable LLM-based Agency: Multi-agents 

Collective Decision-making



My Background

➢ 2025 – now: A/Professor, Principal Research Fellow in Industrial AI, 

School of Engineering, RMIT University

➢ 2019 – 2025: Research Director and AI Expert, BPIT, Huawei 

Technologies 

➢ 2016 – 2019: Senior Lecturer, La Trobe University

➢ 2010 – 2016: Senior Data Scientist, AUSTRAC, Lenovo, Telstra

➢ 2008 – 2010: Research Fellow, RMIT University

➢ 2007 – 2008: Research Scientist, CSIRO ICT

➢ 2007: PhD from the University of Sydney in Cognitive Agents

Research Interests: Large Language Models, Knowledge Representation, Cognitive 

Agents, and Embodied AI, along with their applications, 70+ papers, multiple patents

Career Highlights: research, innovation, and commercialization across both industry and 

academia



Bifurcated Pathway to AGI (Data-driven)

1. Human knowledge build (Cybernetics, KBS, to Data and Computing Power, 

LLM/scale law/transient learning on features for tasks)

We try to scale model in development to host all human knowledge and capability by feeding mega data …

• Clean

• Filtering, Rejection 
Sampling

• Mix and Scale

• Annealing

Data

• Infrastructure and 
Operation

• Parallelism

Pre-train • Annotation, Preference

• Synthetic, composition

• Domain data

• Scoring, augmentation

• Long Context, Tool use

Data

• SFT

• RLHF and RLAIF

• DPO

• Knowledge Distillation

Post-train • Prompt Engineering

• Constrained Decoding, 
RAG

• Activation Steering

• Catastrophic Forgetting

Inference



Bifurcated Pathway to AGI (Experience-driven)

2. Continual learning from experience

Rich Sutton’s new path for AI : “… RL in AI, we don’t have methods to learn continuously except for the linear 

case …” https://www.youtube.com/watch?v=NvfK1TkXmOQ 
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Learn from Interactions Challenges:

DRL Agent

Generalization: beyond the env. trained

Inefficiency: learn from limited examples

Catastrophic Forgetting: learn without forgetting 
priori knowledge

Reward Misalignment: multi-objective, human 
values 

Lack World Model and Abstraction: reason on 
concept



Learning from Interactions (Grounding Problem)
➢ Grounding: intrinsic process of assigning meanings to 

symbols/words/vectors/concepts by referencing to real world 

experience (objects, events). 

➢ Symbolic grounding (Harnad, 1990): how can the semantic 

interpretation of a formal symbol system be made intrinsic to the 

system, rather than just parasitic on the meaning in our heads? 

➢ Representation grounding (Chalmers, 1992): how can a 

representation in a computational system possess true meaning?

➢ Concept grounding (Dorffner & Prem, 1993): design a 

cognitive model (connectionism) only interfacing with its 

environment using sensor and motor signals; any concept of the 

system develops through self-organization based on adaptive 

interaction with the environment (besides given meta-level 

representation like innate architecture) – is grounded in 

Harnard’s sense. 

Searle’s Chinese Room

你好 我懂中文

IN OUT

好 我

我 懂



Learning from Interactions (Embodied Intelligence)
➢ Rodney Brooks’ Intelligence without Representation (Brooks, 1991): no traditional representation, 

intelligence from sensor motor interaction with the environment, behavior-based model

Key Insight: ground disembodied intelligence (i.e., LLM) in interactions to develop concepts 

(levels of abstractions) in self-organized manner

Take Aways: Learn from situated 
sensor motor coordination to generate 
complex behaviors

Challenges: Limited memory, 
planning, reasoning capability, 
simplistic world model



Agent Trajectory Learning
➢ Agent Learning from Interaction:

AgentBank: Towards Generalized LLM Agents via Fine-Tuning on 50000+ Interaction Trajectories, In Findings of the 

Association for Computational Linguistics, pages 2124–2141, Association for Computational Linguistics (citation 13)

LLMs suffer even for SOTA commercial tools

AgentBench (Liu et al., 2023)  

AgentTuning (Zeng et al., 2024): only keep successful trajectories for training   

Expert Trajectories   Agents solve only 

simple tasks, hard to

generalize

We propose AgentBank to host  50000+ interaction trajectories 



Trajectory Learning (cont.)
➢ Agent Learning from Interaction:

AgentBank: Towards Generalized LLM Agents via Fine-Tuning on 50000+ Interaction Trajectories, In Findings of the 

Association for Computational Linguistics, pages 2124–2141, Association for Computational Linguistics (citation 13)

Organize trajectories into multi-turn dialogues, mix general domain instructions and codes, utilize failure trajectories and propose 

the exploration-based trajectory optimization (ETO) method to learn the task-solving process, leading to significant performance 

gains. 



Trajectory Learning (cont.)
➢ Agent Learning from Interaction:

Watch Every Step! LLM Agent Learning via Iterative Step-Level Process Refinement, In Proceedings of the 2024 Conference 

on Empirical Methods in Natural Language Processing (EMNLP 2024), pages 1556-1572, Association for Computational 

Linguistics (citation 20)

➢ Agents start to learn from 

Interactions and explorations: 

from SFT on trajectories

to ETO (SAMOYED)

Treat an entire trajectory as single 

entity during training and 

prioritize the final reward

of a trajectory over the process, 

thus overlooking exploitable 

information throughout 

interaction process.

We need to consider step level 

optimization

ETO (Song et al., 2024)



Trajectory Learning (cont.)
➢ Agent Learning from Interaction:

Watch Every Step! LLM Agent Learning via Iterative Step-Level Process Refinement, In Proceedings of the 2024 Conference 

on Empirical Methods in Natural Language Processing (EMNLP 2024), pages 1556-1572, Association for Computational 

Linguistics (citation 20)

Design Step-level 

Process Refinement: 

Step-level Reward 

Acquisition and Iterative 

Agent Optimization. 

Monte Carlo method to 

estimate rewards via 

sampling N trajectories 

to construct step award. 

• Outcome-DPO Loss

• Step-DPO Loss

• Supervised Loss



Trajectory Learning (cont.)
➢ Agent Learning from Interaction:

Watch Every Step! LLM Agent Learning via Iterative Step-Level Process Refinement, In Proceedings of the 2024 Conference 

on Empirical Methods in Natural Language Processing (EMNLP 2024), pages 1556-1572, Association for Computational 

Linguistics (citation 20)

Conclusion：
➢ Agent learns from interaction via trajectory with 

step awards

➢ Learning from failure actions

➢ Automated process reward acquisition

➢ Step level process supervision via mixture 

trajectory optimization

➢ Enhanced performance on three benchmarks

➢ Generalizable on unseen hold out

Limitation：
➢ Overfitting with limited data (need to leverage 

AgentBank data)

➢ MC method constrained by sample size

➢ Consider GPT 4 to label process supervision data



Multi-Agents Collective Decision-making
➢ Multi-agents Collective Decision Making (CDM): 

An Electoral Approach to Diversify LLM-based Multi-Agent Collective Decision-Making, in Proceedings of the 2024 Conference 

on Empirical Methods in Natural Language Processing (EMNLP 2024), pages 2712–2727, Association for Computational 

Linguistics, https://aclanthology.org/2024.emnlp-main.158/

52 multi-agent collaboration frameworks: lack of 

diversity in Collective Decision-making (CDM)
Kenneth Arrow’s Social Choice Theory

https://aclanthology.org/2024.emnlp-main.158/


Diversifying CDM in LLM MAS



Key Findings Robustness against

Unreliable Agents

Limitation：
➢ MCQA is a limited scenario of CDM (preference 

over correctness) 

➢ Limited CDM methods in GEDI, no compound of 

multiple voting strategies

➢ Voting Tax: computation cost of inter-agent 

communication is high
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